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BAYESIAN CRAMER-RAO LOWER BOUNDS

e Characterize the Bayesian Cramér-Rao [f we assume that the flux F'is a random variable; e.g., o0r = N(ur, 0priori)-

RESEARCH PROBLEM

(BCR) bound and the Mean Square
Error (MSE) of the best estimator for
the flux (Photometry) of point-like ob-

oot li harged led de- ;
]\Si((:: s ((C)ZnC [a) \ 151;21; t(;r.arge cotpied ae (MSE) of any estimator F'is bounded by:

MSE(F) = E; p[(F — F)]

Let F be a random variable and I = (I, ..., I,,) a measurement vector. The Mean Square Error

- 1\ —1
We assume access to a Prior knowl- N(E - F)?] > (4: (Eﬂn fr.r(1, F)>2 ) 5
edge in a Bayesian setting [2] (pro- OF

vided by stellar catalogues) to deter- o )

mine the gain with respect to the clas- = m (Ip(n) + 1(5) (6)
sical parametric scenario. ,

We also study the performance of the where =~ Y9BCR (7)

Maximum a posteriori (MAP) estimator.

1. I(¢) is the Prior Information, characterized by the probability density ¢ .

2. E(Ir(n)) is the average Fisher’s Information of the parametric setting (expectation with
respect to measurement data).

OBSERVATIONAL SETTING

* Gaussian PSF It is found that the BCR is always smaller than their parametric equivalents or Mean Cramér-

1 2 Rao (MCR) [3], [4].
o(x,0) = e 2.7 [arcsec” '], (1) 1 1
V2To . < 41( ) (8)
L (Ir(n)) + 1(o) Ir(n)
e Background is characterized by We assume an unbiased Gaussian prior distribution N (up,or) where E (¢) = pp.
D+ RON
i e Il OBTAINED RESULTS GAIN AND ESTIMATORS

Performance Gain

e Parametric scenario: Given an unbi-
ased estimator 6() and a measurement
vector I = (I4,...,I,) with n inde-
pendent random variables driven by a
poisson distribution with expectation S
value givenby \;(F') =G-F-g;,+ G- B, S\
then the Cramér-Rao bound states that: AN

S— e We define the gain in performance for the
Gain 0=5% .
Gain a=10% Pr1or as

Gain 0a=50% |

D - L
gam(¢) _ <£II(T¢§T)”) ) E(Ig (ﬂn))—l-](Cb) (9)

e We evaluate gain (¢) in different resolution
scenarios (ultra high or survey precision)
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Var( ([17 vooy [n)) Z I~ Y (3) 5(30 1oioo 15i00 zoioo 25i00 30i00 35ioo 40i00 deﬁned as Op = G- HE, and @ © (O’ 01]
(1) pr e depending on the precision regime.
here 7 . the TFicher’s Inf . The Minimum MSE is achievable by the
where Z;(n) is the Fisher’s Information Gain with respect to Mean Cramér-Rao, B = 950 [e™] posterior mean, is close to the BCR Bound
iven by [1]: ’
5 y 1] (see Results).
It can be proved that, in some regimes (e.g.
Normalized Bayesian Cramer Rao . . o e .
ﬂ d 2 T — with high precision) the MAP rule is an ef-
Ir(n)=E (@ In L(1, "'7I’n;‘9)> QAR e T MAR SO | ficient estimator that reaches the BCR.
—l_ ( ) 2 . . . . . . . .
1 Te v(z—2,
" (r J, = ) CONCLUSIONS
=1 | G-B+ &L fx_i oy (@—c) e The gain from the use of prior infor-
Tk mation is significant for low Signal-to-
(4) Noise regime as expected.
| _5(30 1 O;OO 1 5;00 20;00 25;00 30;00 35;00 4050(_) In the high Signal_tO_NOise regime
hele] there is no appreciable gain and, hence,
Perfomance of Conditional Mean and MAP Rule, BCR equals the MCR.
B =950 [e™]
R In the regime of survey mode, the MAP
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